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ABSTRACT 
The next generation nuclear plant (NGNP), whose 

development is supported by the U. S. Department of Energy, 
will be a very high temperature reactor (VHTR). The VHTR is 
a single-phase helium-cooled reactor that will provide helium at 
up to 800 °C. The prospect of a coolant at these temperatures 
circulating in the reactor vessel demands that careful analysis be 
performed to ensure that excessively hot spots are not created 
and that sufficient mixing of the coolant is obtained. 
Computational fluid dynamics (CFD) coupled with heat transfer 
will be used to perform the desired analyses. However, 
primarily because of the imperfect nature of modeling turbulent 
flow, any CFD calculations used to perform nuclear reactor 
safety analysis must be validated against experimental data. 
Experimental data have been taken in a scaled section of the 
lower plenum of a prismatic VHTR at the matched index of 
refraction (MIR) facility at the Idaho National Laboratory. 
These data were taken with the intent that they be examined for 
use as validation data. A series of investigations have been 
conducted to assess the MIR data. Issues that have already been 
examined include the extent of the required computational 
domain, the outlet boundary condition, the inlet data and the 
effect of the turbulence model. One of the jets that flow into the 
model impacts on a wedge, which represents a portion of a 
hexagonal graphite block that is part of the inner wall of the 
lower plenum. The nature of the flow below this particular jet is 
such that a randomly varying recirculation zone is created. This 
recirculation zone is seen to change in size, causing a relatively 
long-time scale of motion or disturbance on the flow 
downstream. It is concluded that such a feature is undesirable in 
a validation data set, firstly because of its apparent random 
nature and, secondly, because to obtain an appropriate long-
time average would be impractical because of the compute time 
required. It is found that by eliminating the first of the four inlet 
jets into the scaled model, the resulting recirculation zone is 
rendered stable. 

INTRODUCTION 
The core of the reference prismatic version of the VHTR 

consists of stacks of hexagonal blocks of graphite arranged in 
rings that will fill the reactor vessel. The core is held up by 
pillars that are located in the lower plenum. Helium flows 
through hundreds of coolant channels in the heated portion of 
the core and eventually into the lower plenum as jets. Figure 1 
illustrates a cross-section of the lower plenum showing the 
support pillars (circles). The heated core is a ring of hexagonal 
blocks three blocks thick as seen in Fig. 1 (red circles). Layers 
of hexagonal graphite reflector blocks line the outer wall of the
lower plenum as shown. A 1:6.55 scaled model of a narrow slice 
of the lower plenum was built to provide the geometry for a
CFD validation data set. Figure 2 provides a plan view of the 
cross-section of the scaled model. The model is comprised of 
full and half cylindrical posts to represent the support pillars, 
four open jet inlets and a wedge. The wedge represents a 
hexagonal graphite block that lines the inner wall of the lower 
plenum. Figure 3 is a drawing of the scaled model showing the 
inflow jets ducts, the outflow plane and the coordinate system 
used. 

Figure 1. Plan view of the VHTR lower plenum. 



2  

Figure 2. Plan view of the scaled model. 

Figure 3. Isometric view of the scaled model. 

Three-dimensional flow data were taken using stereo 
particle image velocimetry (PIV) [1] in the INL’s matched index 
of refraction (MIR) facility. Data were taken for two flow 
regimes: inlet jet Reynolds numbers of 4300 and 12,400. The 
higher jet Reynolds number data are representative of the actual 
reactor at low (10%) power and are the subject of the present 
investigations. 

A series of studies have been made to examine the flow in 
the scaled model and similar geometry. Vortex-shedding flow in 
a staggered tube bank, Ref. [2], was a first step to being able to 
model turbulent flow in a similar nonstationary environment 
where the Reynolds-averaged Navier Stokes (RANS) equations 
are unsteady because of the vortex shedding and are actually 
ensemble-averaged. Hence, the approach is called a URANS 
approach. The Reynolds stress model (RSM) of turbulence, 
which solves a separate transport equation for each Reynolds 
stress, was used and compared favorably to the long-time 
averaged streamwise velocity of the existing experimental data 
from the ERCOFTAC database [3]. Similar calculations that 
assumed that the flow was steady were clearly in poorer 
agreement. The commercial code FLUENT [4] was used in the 
study. 

A following study, Ref. [5], examined the domain that 
should be included in the CFD model. The scaled model was 
installed in the test section of the MIR test facility at the INL 
which has a 2 ft. by 2 ft. cross section. The working fluid, 
mineral oil, not only flowed through the jets and then through 
the scaled model, it also flowed around the outside of the model 
inside the test section of the MIR facility, albeit at a much lower 
velocity. Hence, there was the possibility to have vortex-
shedding at the ends of the 1 in. thick walls of the scaled model 
that might interfere with the flow exiting the scaled model. A
two-dimensional study was made to compare results for 
computations that included the outer flow to those that only 
included the flow in the scaled model. It was found that the flow
just upstream of the last pair of half cylinders was almost the 
same for the case of including the outer flow as for the case of 
computing only the inner flow if a pressure-outlet boundary 
condition was used. This led to confidence in computing just 
the inner flow for the 3-D case. 

The next study, Ref. [6], involved 3-D computations in the 
geometry of the scaled model itself using commercial CFD code 
STARCCM+ [7]. Because it was found earlier [2] that the RSM 
turbulence model produced very good results for a similar 
nonstationary flow, it was used for this study also. The inlet 
conditions were applied at about 9.7 mm above the inlet plane 
to match PIV data that were provided at that level. Detailed 
inlet conditions for the three velocity components and the 
turbulent kinetic energy based on the PIV data as well as 
uniform inlet conditions based on data from the mass flow 
rotameters, which were used to measure and set the mass flow 
for each jet inlet, were applied. A pressure outlet condition was 
used. Calculations for the PIV-based inlet data eventually 
became steady, while those for the uniform conditions became 
nearly steady. Asymmetries were observed in both the 
calculations and in the MIR data, though not necessarily at the 
same locations. Numerical results for the region near the jets, 
especially jet 1, which is located just above the point of the 
wedge, were in poor agreement with the data; results for the 
downstream regions showed much better agreement and similar 
trends for the long-time averaged velocities. 

A subsequent study, Ref. [8], see also Ref. [9], examined 
the effects of using two-equation eddy viscosity turbulence 
models, starting from a constant versus a semi-converged steady 
computation and the effect of the inlet conditions. It was then 
realized that mass flow from the inlet conditions based on the 
detailed PIV data, when integrated over the inlet grid, were 
between 4 and 25% lower than the mass flow rotameter data; 
the latter data are considered to be the most accurate. The 
results indicated that the initial conditions did not make much 
difference in the results. However, the choice of turbulence 
model had a significant effect on the results. Results for the 
standard k~ε two layer all y+ model were asymmetric in the 
long-time average and yielded unsteady results that were very 
regular with low amplitude oscillations. Results for the Abe-
Kondoh-Nagano (AKN) k~ε low Re all y+ model and the 
Menter shear-stress transport (SST) k~ω all y+ model showed 
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symmetric long-time results but with unsteady oscillations with 
large variations in amplitude and with some interesting behavior 
wherein the ensemble mean (unsteady) velocities seemed to 
shift from one apparently semi-stable state to another. That is, 
velocities at specific locations would oscillate about a particular 
mean for a relatively long time, then shift to oscillate about a 
different mean with the frequency of shifting being apparently 
random. Again, long-time averaged velocities were seen to have 
poor agreement with the MIR data near the jet inlets, but much 
better agreement downstream. 

It has been concluded that the best approach for the inlet 
conditions is to use the full height of the inlet ducts (about 88.5 
mm) with uniform inlet velocity. Just upstream of the inlet duct 
is a 90° bend followed by flow straighteners and a turbulence 
inducing screen. The inlet flow is based on the mass flow 
rotameter data and a uniform turbulent kinetic energy that 
matches the MIR data at about Z = 9.7 mm in the interior of the 
inlet ducts. The objective of the present investigation is to apply 
these “best inlet” conditions and then investigate the apparent 
presence of more than one semi-stable state in the calculations 
using the Menter shear-stress transport (SST) k~ω turbulence 
model that exhibits these features. Three dimensional CFD 
calculations have been carried out to perform these 
investigations. 

CFD MODEL 
The geometry of the scaled model has a width of 53.98 

mm, an overall length of 485.42 mm, and a height of 217.50 
mm. The height of the inlet ports beyond a turbulence-
generating screen is 88.5 mm. Figure 4 illustrates the CFD 
model/mesh that is based on the scaled model with green 
surfaces representing inlets, gray surfaces representing walls 
and the outlet plane red. The origin of the coordinate system is 
shown in Fig. 3.  

Figure 4. Geometry of the extruded 3-D mesh. 

The mesh (grid a4) is constructed with 5.78 million 
hexahedral cells. The fineness of the cross-sectional mesh is 
based on the coarse mesh used in the two-dimensional study of 

Ref. [5]. While this mesh is not necessarily fine-enough for 
validation purposes, it seems to be fine enough to investigate 
the main features of the flow, which is sufficient for present 
purposes. Figure 5 provides a closeup of the mesh showing two 
of the inlet ports and some of the half and full support posts. 
The 2-D mesh was extruded in the vertical (Z) direction to 
create the model and the inlet ducts. The inlet ducts and model 
have 100 and 110 divisions in the vertical direction, 
respectively. Commercial mesh software GAMBIT 2.4.6, 
bundled with FLUENT [4], was used to create the mesh. 

Figure 5. Closeup of fine 3-D mesh showing support 
posts and inlet jets 3 & 4. 

Commercial CFD code STAR-CCM+ [7] is used for the 3-
D computations. Fluid properties are those of mineral oil at 
23.3 °C. Second-order differencing is used for both spatial and 
implicit temporal discretization; the segregated solver is used. 
The pressure-outlet boundary condition is used at the outlet. 
The inlet vertical velocity is set to the bulk mean velocity 
consistent with measurements made with the mass flow 
rotameters at the MIR facility; the other components are set to 
zero. The inlet turbulent kinetic energy is set to 0.1 J/kg, which 
matches the measured turbulent kinetic energy in the interior of 
the inlet ducts at Z = 9.7 mm as measured by the PIV system. 
The inlet specific dissipation rate is set to 1.0 sec-1. Initial 
conditions are set to uniform values throughout the domain. The 
time step is set to 2.0 x 10-4 sec., with 20 iterations at each time 
step, which is sufficient to converge the residuals to well below 
1 x 10-4, which was found to be adequate [8]. The time step is 
adequate to fully resolve vortex-shedding time scales which are 
of the order of 0.03 seconds. 

The primary calculations are based on the Menter shear-
stress transport (SST) k~ω all y+ turbulence model. The near-
wall y+ values range from about 1 to 20, which include the 
viscous sublayer. This range is handled by the “all y+” wall 
treatment. 

RESULTS AND DISCUSSION
Figure 6 illustrates locations of points and profiles for 

comparison purposes. A suffix will appear with the points/lines 
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shown to indicate vertical location. Suffix ‘u’ indicates that the 
point is ‘upward’ or at Z = -0.07 m, while ‘d’ indicates that the 
line/point is ‘downward’ or at Z = -0.15 m. Because the scaled 
model is 0.217 m high, ‘u’ and ‘d’ are about one-third and two-
thirds the way down from the Z = 0 (inlet) plane. 

Figure 6. Locations of points and profiles. 

The present study is a URANS study, discussed earlier, 
because the flow is unsteady not only because of the turbulence, 
but also because of vortex-shedding behind the full and half 
posts. To obtain the URANS equations, the dependent variables 
in the Navier-Stokes equations are first decomposed into an 
ensemble and a random component. (More details are given in 
Ref. [2]). For example, for the Z-component velocity: 

w = <w> + w΄ (1) 
where w is the instantaneous value, <w> is the ensemble 
average and w΄ is the random turbulent fluctuation. The 
velocities computed by the CFD code are the ensemble-
averaged velocities. These velocities can be further decomposed 
into a long-time-averaged component and a coherent 
fluctuation. Here, the coherent fluctuation is assumed to be 
related to vortex-shedding. This decomposition is written as 

<w> = W + w~ (2) 
where W is the long-time average or time mean of the ensemble 
average  and w~ is the coherent fluctuation.  

The velocity components for the present study are u, v and 
w in the X, Y and Z directions, respectively. These variables are 
long-time-averaged by the CFD code by performing a running 
time-average during the course of the CFD run. The MIR data 
represent long-time-averaged quantities because they were 
averaged over a time period of 375 seconds [1]. However, the 
MIR data were taken at a very slow rate of only 2 to 3 frame 
pairs per second. Nevertheless, because of the long time period 
over which they were averaged, it is believed that sufficient 
information was used to provide representative long-time 
averages. Hence, comparisons between the MIR data and the 
CFD calculations are for long-time-averaged quantities. 

Comparisons are made between earlier results, Ref. [8], 
where uniform inlet conditions, based on the same mass flow 
rates, were applied at inlets about 9.7 mm above the Z = 0 plane 
(grid a2) with turbulence intensity = 0.01 and viscosity ratio = 
μt/μ = 10. Figure 7 compares results, both for the Menter shear-
stress transport (SST) k~ω all y+ model, for the time mean 
velocity W at locations y0u and y0d. The signatures for the four 
jets are visible in the data for the upper location (Fig. 7a) and 
for the first two jets in the lower location (Fig. 7b); the second 
two jets have been swept away at the lower location. 
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Figure 7. Time mean velocity W at (a) y0u and (b) y0d. 

Clearly, the results for the present case using the ‘best inlet’ 
conditions (with grid a4) are superior to the previous results 
using different turbulence inlet conditions at a different inlet 
height. These results show how predictions are poor below the 
first inlet jet but much better for the other three jet locations. In 
fact, results for W below jet 4 (along y0u) coincide with the 
MIR data. 

Figure 8 plots the time mean velocity U at x3u and x3d. At 
x3u, the flow is mostly vertical while at x3d, the flow has turned 
toward the downstream outlet. The results for the ‘best inlet’ 
conditions are a definite improvement over the previous results. 
Also shown are the anomalous spikes in the MIR data, not seen 
in the calculations, and which may be artifacts of the unstable 
recirculation zone that is discussed below. 

Figure 9 plots the time mean velocity U at x4u and x4d. At 
this location the flow accelerates as it passes between the two 
half cylinders. Again the ‘best inlet’ results are clearly better. 
The profile at x4d actually follows the MIR data quite closely. 

Figure 10 illustrates results for time mean velocity U for 
the two cases at x6u and x6d. At this location, the effects of the 
inlet jets have greatly diminished and the profiles are quite 
symmetric. While the x6u profile for the ‘best inlet’ case is too 
high at the peaks relative to the MIR data, the profile for x6d 
more closely follows the data. 
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Figure 8. Time mean velocity U at (a) x3u and (b) x3d. 

Y direction (m)

tim
e

m
ea

n
ve

lo
ci

ty
U

(m
/s

ec
)

-0.02 -0.01 0 0.01 0.02

-1

0

1

2

3

4

x4u, a2 grid, k-w, U
x4u, a4 grid, k-w, g, mk, 5s, U
x4u, MIR data, U

(a) 

Y direction (m)

tim
e

m
ea

n
ve

lo
ci

ty
U

(m
/s

ec
)

-0.02 -0.01 0 0.01 0.02

-1

0

1

2

3

4

x4d, a2 grid, k-w, U
x4d, a4 grid, k-w, g, mk, 5s, U
x4d, MIR data, U

(b) 
Figure 9. Time mean velocity U at (a) x4u and (b) x4d.

Y direction (m)

tim
e

m
ea

n
ve

lo
ci

ty
U

(m
/s

ec
)

-0.02 -0.01 0 0.01 0.02

-1

0

1

2

3

4

x6u, a2 grid, k-w, U
x6u, a4 grid, k-w, g, mk, 5s, U
x6u, MIR data, U

(a) 

Y direction (m)

tim
e

m
ea

n
ve

lo
ci

ty
U

(m
/s

ec
)

-0.02 -0.01 0 0.01 0.02

-1

0

1

2

3

4

x6d, a2 grid, k-w, U
x6d, a4 grid, k-w, g, mk, 5s, U
x6d, MIR data, U

(b) 
Figure 10. Time mean velocity U at (a) x6u and (b) 
x6d.

As has been seen in earlier studies, Refs. [6, 8, 9], the 
agreement with the MIR data improves the further the profiles 
are from the inlet jets. Also, differences between the two sets of 
calculations are less for locations farther from the inlet jets, as 
expected. 

Earlier experience using the RSM turbulence model [6], 
where the transients of the flow died out and the flow became 
steady for uniform inlet conditions and weakly unsteady for 
inlet conditions based on detailed PIV data, prompted that time 
traces of the unsteady ensemble-averaged velocity components 
be kept to keep track of the state of the unsteadiness, in 
particular, if there was unsteadiness related to vortex-shedding. 
Time traces were provided in Ref. [8] to examine the 
unsteadiness for particular turbulence models; the traces were 
dramitically different for the different models.  

Figure 11 plots time traces at point p7d for the ensemble-
average velocity, <u>, for calculations based on grid a2 (inlets 
at Z = 9.7 mm) and uniform inlet velocities for three two-
equation turbulence models from Ref. [8]. These are the 
standard k~ε two layer all y+ model, the Abe-Kondoh-Nagano 
(AKN) k~ε low Re all y+ model and the Menter shear-stress 
transport (SST) k~ω all y+ model. Turbulence inlet conditions 
were set to the default values of turbulence intensity = 0.01 and 
turbulent viscosity ratio = μt/μ = 10 for these cases. 
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Figure 11. Time traces for 3 turbulence models. 

From Fig. 11, it is seen that after about 2 seconds, the 
velocity <u> at point p7d is unsteady with a very regular 
oscillation for the standard k~ε model. However, for the k~ω
model, the time trace exhibits intervals of very high amplitude 
oscillations interspersed with intervals of very low amplitude 
oscillations. The time scale of the oscillations is of the order of 
vortex shedding as found in the earlier 2-D study [5], about 
0.02 sec. The time scale of the intervals of high and low 
amplitude oscillations is on the order of 0.2 sec. The time trace 
for the AKN model exhibits large scale excursions with the 
small scale fluctuations superimposed onto the larger scale. In 
the previous study [8], it was surmised that there were some 
semi-stable states to which the numerical solution would 
gravitate based on these time traces. 

Figure 12 illustrates time plots of the ensemble-mean 
velocity <u> at points p7u and p7d for the present k~ω model 
using the best inlet conditions for the a4 grid. As can be seen, 
there are large excursions in the values at which the velocity 
oscillates for both traces. Also, the time scale of the excursion 
appears to be random. Again, this implies that there are 
relatively long-time-scale instabilities present in the flow. 
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Figure 12. Time traces for <u> at p7u and p7d. 

Figure 13 illustrates time plots of the ensemble-mean 
velocity <w> at p4u and p2u for the same case as for Fig. 12.
Point p4u is below jet 1 and p2u is below jet 3. Again, large 
excursions are seen to occur in the time traces. In fact, the 
excursions are quite dramatic, swinging from about –8 m/sec to 
positive values of from 1 (p2u) to 4 (p4u) m/sec, that is, from a 
strong negative value to a positive value. Again, the excursion 
time scale is large and the length of the related time interval is 
apparently random. A long-time-scale instability is suggested by
the flow dynamics. 

A further examination is warranted to discover the nature of 
this long-time-scale instability. Figure 14 provides a streamline 
plot colored by velocity magnitude at 5 sec. compute time for 
the same case as for Figs. 12-13. A distinct recirculation zone is 
apparent in the lower left corner, just below the first jet. Figure 
15 plots streamlines at 4.5 and 4.8 seconds for the same case.
Clearly, the size of the recirculation zone is different for each of 
these times. This suggests that the instability is related to this 
recirculation zone. 
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Figure 13. Time traces for <w> at p4u and p2u. 

Figure 14. 3-D streamlines at 5 sec. 
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Figure 15. 3-D streamline plots at 4.5 and 4.8 seconds. 

These results, of course, are from computations, and it has 
been shown that different turbulence models produce very 
different results. It is desirable to seek experimental 
confirmation that this lower recirculation zone is changing with 
time. A flow visualization study was performed where air was 
injected into jet 1 while mineral oil flowed into all four jets; a 
15 second video was made. Figure 16 shows snapshots of the 
flow at four different times. It can be seen that the size of the 
lower left recirculation zone changes in size with time, that is, 
the detachment point at the top of the recirculation zone along 
the wall of the wedge is changing with time. 

Figure 16. Flow visualization photos of the model at 
different times. 

Figure 17 plots time traces of velocity component u at
points p7d and p7u from the PIV data. These data were taken at 
a rate of only 2-3 times per second and hence do not represent 
time-accurate traces. Also, the turbulent fluctuation is still 
present, though of such a relatively small magnitude that it can 
be ignored for present purposes. Because the data are taken 
over such a long interval (375 seconds), they well capture the 
range of the data values of the velocity component. In fact, the 
ranges of the data captured for the two traces are very close to 
the ranges seen in the calculations of Fig. 12. The large 
fluctuation amplitudes are an indication of a possible instability. 
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Figure 17. Traces of u at p7d and p7u from MIR data. 

Figure 18 presents a trace of instantaneous vertical velocity 
w at point p2u, located within jet 3 from the MIR data. As 
shown, the range of the data varies dramatically from about –10
to +2 m/sec, which range is only slightly larger than shown by 
the calculations in Fig. 13. Again, this is indicative of the 
presence of an instability. 
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Whether or not a jet inlet may actually be present above the 
corner of a hexagonal graphite block in the lower plenum of a 
gas-cooled reactor as envisioned in the design of the present 
scaled model, this configuration leads to an unstable flow 
situation wherein a recirculation zone changes size on an 
apparently random and relatively long time scale. Judging by 
the time traces plotted in Figs. 17 and 18, if there is a long-time 
average of the flow that is unchanging, it would be over such a 
long time, probably dozens of seconds, that it would be entirely 
impractical to perform a calculation for validation purposes. For 
the present, relatively coarse grid, the calculation of five 
seconds of flow time takes about seventeen days using over one 
hundred parallel cpus. Hence, the presence of the unstable 
recirculation zone makes the present geometry undesirable for a 
validation data set. That is, the randomly varying, long-time-
scale recirculation zone is an undesirable feature for a 
validation data set, not only because of the impracticability of 
computing it, but also because of its random nature. Rather, it 
seems much more appropriate to validate a CFD model with a 
problem close to that of the lower plenum flow, using a data set 
that does not include such a feature; one can then compute the 
flow with the undesirable feature with some confidence in the 
model because of the validation for the nearby problem. 

It was thought that if the unstable recirculation zone below 
jet 1 is driven by the presence of jet 1, perhaps it could be 
eliminated or rendered stable by eliminating jet 1. Calculations 
have been made using the same grid (a4) and the same 
turbulence model as for the calculations reported in Figs. 12 –
15, but with the first jet eliminated. The inlet is set to be a wall 
instead. The flow rates for the other jets are the same as before. 
Figure 19 plots time traces for the ensemble-average velocity 
<w> at point p2u (jet 3) for the same case as for Figs. 12 – 15
and for the case of eliminating jet 1. Instead of the dramatic 
excursions of velocity magnitude seen in the four-jet case, Fig. 
18, the no-jet-1 case shows no such swings. 
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Figure 19. Time traces for <w> at p2u (jet 3) for the 
case of all four jets and the case of jet 1 eliminated. 

Figure 20 shows streamline plots for times 2.7, 3.0 and 
3.28 seconds for the case of no-jet-1. As can be seen, there is a 
large recirculation zone below jet 2, but it apparently does not 
change in size as does the one in Figs. 14-15. The dramatic 
change in the range of fluctuating ensemble velocity as seen in 
Fig. 19, combined with the apparently unchanging recirculation 
zone as shown by Fig. 20 not only is a strong indication that the 
strong instability is not present for the no-jet-1 calculations, but 
that the instability is manifest by the dramatic excursions in 
velocity magnitude exhibited in the actual MIR data and the 
earlier calculations. 

Figure 20. 3-D streamline plots at 2.7, 3.0 and 3.28 
seconds for the case of no jet 1. 

Comparing results for the no-jet-1 case compared to those 
including jet 1 strongly implies that the presence of jet 1 and its 
proximity to the upstream end of the model is the cause of the 
random long-time scale instability seen in the calculations and 
in the flow visualization study and in the MIR data. The simple 
solution to removing this undesirable flow feature is to plug jet 
1 and only use jets 2-4. This will also allow a higher Reynolds 
number to be realized in the flow in the model; the current 
Reynolds number is significantly below that which is expected 
in the actual lower plenum flow (by about a factor of seven).

The previous study, Ref. 8, recommended that the inlet data 
for the flow be taken using PIV with the laser plane oriented 
perpendicular to the axes of the inlet ducts, rather than parallel 
as was done for the present MIR data. The present MIR data for 
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the inlet conditions does not match inlet flow rotameter data for 
some of the jets. It is believed that the perpendicular orientation 
will provide much denser inlet data that should closely match 
the mass flow measured by the rotameters. With these two 
modifications, eliminating jet 1 and using a perpendicular laser 
plane, it is hoped that the two major problems with the present 
MIR data will be overcome, leading to the generation of 
excellent validation data. 

SUMMARY AND RECOMMENDATIONS 
Three-dimensional unsteady Reynolds-averaged Navier-

Stokes (URANS) calculations have been made of a scaled 
model of a slice of the lower plenum of the prismatic next 
generation nuclear plant (NGNP). Earlier investigations showed 
some large discrepancies between inlet data measured by mass 
flow rotameter and detailed PIV instrumentation. Best inlet 
conditions were implemented in present calculations based on 
the more accurate rotameter data, and applied to the model just 
beyond where screens were installed in the inlet ducts to 
generate turbulence. The best inlet conditions are shown to 
produce better predictions than for other cases. However, time 
traces of the ensemble-averaged velocity components still 
showed strange behavior that would indicate some sort of 
instability in the flow field. 

Further investigations were made of the experimental data 
and using calculations to understand the nature of the instability. 
It was found that a randomly varying recirculation zone occurs 
below the first inlet jet. The unstable recirculation zone is 
apparent from the presence of very large excursions of velocity 
at points as seen in both calculations and in the MIR data. Also, 
the size of the recirculation zone is seen to change based on 
streamline plots of the flow as well as flow visualization studies 
made of the apparatus. The recirculation zone is seen to be 
changing in size on a time scale of tenths of a second, far longer 
than the time scale of shedding vortices in the flow from the 
presence of cylindrical posts. Also, the length of the time 
interval appears to be random. Because of the relatively long 
time scale of the unstable recirculation zone, it would be 
impractical to extend computations long enough to attain 
acceptably long time averages. The random nature of the 
instability also combines to render it an undesirable feature to 
be present in a flow intended to be a validation data set.
Calculations made for the case of eliminating the first inlet jet 
show a dramatic change in the nature of the flow field, with the 
recirculation zone becoming stable as indicated in time traces at 
particular points and in streamline flow plots. 

It is recommended that new experimental data be taken for 
the same scaled model wherein the inlet data are taken using a 
laser plane for the PIV instrumentation that is perpendicular to 
the inlet duct axis to increase the density of the inlet data and 
make it more accurate. It is also recommended that the first inlet 
jet be plugged to render the recirculation zone stable. These 
modifications can be made without rebuilding the scaled model. 

NOMENCLATURE 
a2  3.89 m. cell grid with 9.7 mm inlets 
a4  5.78 m. cell grid with 88.5 mm inlets 
CFD computational fluid dynamics 
DOE U. S. Department of Energy 
INL  Idaho National Laboratory, Idaho Falls, ID 
k  turbulent kinetic energy 
MIR matched index of refraction facility 
NGNP next generation nuclear plant 
PIV  particle image velocimetry 
RSM Reynolds stress transport turbulence model 
URANS unsteady Reynolds-averaged Navier-Stokes 
VHTR very high temperature reactor 
y+  dimensionless wall distance 
ε  turbulent energy dissipation rate 
ω  specific turbulent dissipation rate 
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